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FPGA Routing: Challenges

• More complex 1) FPGA architectures, and 2) circuit designs
• Vast congestions prevent routing closure
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FPGA Routing: Formulation

• Disjoint-path problem on the RRG; NP-complete
• Minimize wire length or delay

Site

Tile N

TWirePIPTWire

TWireTWire

TWirePIP

TWire

Tile N+1

TWire

Tile N+K

TWire

Tile N-1

TWire

Tile N-K

TWire

Node BNode A

Node C

Node E

Node D

Node F

A B

C D

EF

Routing Resource Graph (RRG)
3



Inter- vs. Intra- Connection Routing

for (each routing iteration) {
   if (no overlap exists)  break;
   for (each congested connection) {
      Rip-up this connection;
      Route this connection with A* search;
      Save the result path and update 
        the present cost of alongside nodes;
   }
   Update the history cost of all nodes;
}

Negotiated Congestion Routing [Pathfinder, 1995]
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Inter-Connection Speedup
• Connection routing order
• Recursive-partition parallel routing
• Overlap-tolerant parallel routing

Inter- vs. Intra- Connection Routing

Intra-Connection Speedup
• Heuristic optimization of cost settings
• Adaptive bidirectional search (this work!)
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Runtime Profiling

• Typical sequential router w/ unidirectional A* exploration (UE)
• Bottleneck connections in congested designs dominate runtime

Routing runtime breakdown Impact of bottleneck connections 6

Uncongested Design Congested Design



Bidirectional Exploration (BE)
UE: Forward Search Process              
Init. priority queue PQ with source node;

while (PQ is not empty) {
Pop the lowest-cost node u from PQ;

for (each fanout v of node u) {
Push v to PQ with Cost(u) + PathCost(v);
if (v is sink) {
return;

}

}

}

BE: Forward/Backward Search Process
Init. priority queue PQ with source node;
Init. shared best path cost L;
Init. lowest cost C* of this search frontier;
while (PQ is not empty) {
Pop the lowest-cost node u from PQ;
if (expand u is not promising)  continue;
for (each fanout v of node u) {
Push v to PQ with Cost(u) + PathCost(v);
if (v is visited by the opposite proc) {
if (this full path has cost < L)

        Update L and the result node with v;
}

}
Update C* with the top of PQ;

}

BE expands much fewer resource nodes than UE when congested. 7



Bidirectional Exploration (BE)

Parallel (2-thread) BE
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But Wait…Is BE All You Need?

Case study: route a specific connection with UE/BE at different routing stages
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But Wait…Is BE All You Need?

Compare UE and BE under 
different levels of congestion

Review the impact of 
bottleneck connections (p. 6)

Uncongested Design Congested Design
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Adaptive BE

Route with UE 
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Setup and Implementation Details

• Our implementation
• C++, ~6000 LOC
• 4 versions: UE (serial), BE (serial), BE (2-thread), adaptive BE (serial)

• References
• RapidWright RWRoute: a Java-based open-source FPGA router
• Classical bidirectional A* algorithms

• Benmarks
• FPGA’24 routing contest benchmarks
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Intra-Connection Routing Results

• BE (2-thread): 3.2× speedup (geomean) to RWRoute and Vivado.
• Adaptive BE (serial): 2.4× speedup (geomean) to RWRoute and Vivado.
• Perform better on more complex/congested designs. 13



Enhanced Inter-Connection Parallelism

• Recursive-partition parallel 
inter-connection routing.
• With UE: 2.22× speedup to 

RWRoute.
• With BE (2-thread): 5.01× 

speedup to RWRoute.
• With adaptive BE (serial): 

4.36× speedup to RWRoute.
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Conclusion
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AceRoute is…

Efficient

Pluggable

Adaptive

Light-weighted

Seamless integration 
into inter-connection 
parallel routers

Online UE/BE switching

Low coding efforts
Leverage existing routers

Ultrafast routing for 
congested connections
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Thank you!
Q & A

Contact:
Xinming Wei (weixinming@pku.edu.cn)

Jiaxi Zhang (zhangjiaxi@pku.edu.cn)
Guojie Luo (gluo@pku.edu.cn)
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